
Error Estimates for Viscosity Solutions of Hamilton{Jacobi Equation underQuadratic Growth ConditionsKazufumi ItoCenter for Research in Scienti�c ComputationNorth Carolina State UniversityRaleigh, North Carolina 27695-8205Abstract In this paper we develop a comparison lemma for viscosity solutions for the Hamilton{Jacobi equations. We consider locally Lipschitz solutions with quadratic growth and assume thequadratic growth of the Hamiltonian. An error estimate of viscosity solutions using the weightedsup norm is obtained.1 IntroductionIn this paper we discuss the uniqueness and error estimate for viscosity solutions of Hamilton{Jacobi equations in the class of locally Lipschitz continuous functions with quadratic growth. Suchproblems are motivated from Hamilton{Jacobi equations that arise in optimal control problems(e.g. [FS],[Mc]) with a quadratic cost. That is, we consider the equation in R:� "�x Vx + 122 jVxj2 + �22 jxj2# = 0; x 2 R; V (0) = 0:Then it has the two smooth solutionsV �(x) = 12 (2 �q2 (2 � �2)) jxj2and in�nitely many viscosity solutions provided that  > �. The objective of this paper is todevelop the comparison principle for viscosity solutions which are locally Lipschitz with quadraticgrowth. For example, we will prove that V � is a unique solution to the above in the class �;� = fu 2 C(R) : ju(x)� u(y)j � c2 rjx� yj for jxj; jyj � rgwhere 0 � c2 < 2. The question of uniqueness for viscosity solutions of Hamilton{Jacobi equationshas been considered in a number of papers, particularly by Ishii [Is], Crandall-Ishii-Lions [CIL] andMcEneaney [Mc].The result in this paper is new and improves the existing results in the following manner. Weestablish the error estimate of the formsupx2Rn 1c+ jxj2 (u(x)� v(x))+; c > 01



in terms of the problem data. Here, u; v are solutions to the Hamilton-Jacobi equation for theCauchy problem (u = u(t; x))(1:1) ut +H(t; x; u; ux) = 0; u(0; x) = u0(x)in [0; �)� Rn and as well as for the stationary problem(1:2) u+H(x; u; ux) = 0:Our approach is motivated by the one of [Mc]. We consider the class �c1;c2 of solution u that arecontinuous and locally Lipschitz in x satisfying(1:3) ju(t; x)� u(t; y)j � (c1 + c2 r) jx� yjfor t 2 [0; � ]�Br where Br = fx 2 Rn : jxj � rg. We assume that there exists constants a0, a1 � 0and a2 � 0 and a function a 2 C(Rn)n such that(1:4) H(t; x; v; q)�H(t; x; u; p)� a0 (u� v) + (a(x); p� q) + (a3 + a2(c1 + c2 r)) jp� qjfor all t 2 [0; � ], x 2 Br, u � v, and jpj; jqj � (c1 + c2 r), where (a(x); x) � a1jxj2 for x 2 Rn. Weuse the comparison function of the form�(x; y) = 1c+ jxj2 u(x)� 1c+ jyj2 v(y)� jx� yj2� :which is di�erent from the one used in [Mc]. Using this comparison function we are able to establishthe error estimate; assume that u; v 2 �c1;c2 , u is a subsolution of ut+H(t; x; u; ux) = f and v is asupersolution of vt +H(t; x; v; vx) = g. Then, for any " > 0 there exists a constant �c > 0 (dependson " and c1a2 + a3) such that for c � �c(1:5) supRn (u(t; x)� v(t; x))+c+ jxj2 � e!t supRn (u0 � v0)+c+ jxj2 + Z t0 e!(t�s) supRn (f(s; x)� g(s; x))+c+ jxj2 dswhere ! = a0 + 2 max(0; a1+ c2a2) + ".In [Mc] the following comparison result is proved. Suppose V (t; x); W (t; x) are continuous anduniformly locally Lipschitz in x withjV (t; x)� V (t; y)j � KR(V ) jx� yj; jW (t; x)�W (t; y)j � KR(W ) jx� yj;for all x; y 2 QRT = [0; T ]�fx 2 Rn : jxj � Rg. Let W be a viscosity subsolution to (1.1) and V bea viscosity supersolution to (1.1). Assume there exists a constant � < 1 such that for all R < 1there exists a kR such that if there exists a (t; x) 2 QRT such that W (t; x) > V (t; x), then(1:6) H(t; x; V (t; x); p)�H(t; x;W (t; x); q)� kR (W (t; x)� V (t; x)) + �(1 + R) jp� qj2



for all p; q 2 Rn such that jpj; jqj � maxfKR(V ); KR(W )g. Then W � V if W � V at t = 0.If V; W 2 �c1;c2 , then our assumption is similar to (1.6) except the term (a(x); p� q). Thisterm allows us to have a shaper estimate of the growth constant ! in (1.5) and the inclusion of adrift term a(x) � p with a 2 C1(Rn) in the Hamiltonian H . The estimate (1.5) gives not only thecomparison result but also the error estimate and continuity result of viscosity solutions in class�c1;c2 . We also discuss the stationary problem (1.2) and the term (a(x); p � q) plays the moreessential role in establishing the error estimate. An extension to classes of polynomial growth at1is of important but is not discussed in this paper. We restricted our analysis for class �c1;c2 sincethe nonlinear regulator problem discussed below as well as the corresponding di�erential game canbe included in the class.The existence of viscosity solutions in class �c1;c2 to Hamilton-Jacobi equation (1.1) and (1.2)under quadratic growth conditions (2.1) and (3.1) on the Hamiltonian H has been discussed forexample [BFN],[MI],[It]. The Hamilton-Jacobi equation we consider here is, for example, motivatedfrom the optimal control problem;(1:7) min J(s; y; u) = Z Ts f0(t; x(t); u(t)) dt+ g(x(T ))subject to the control system(1:8) ddtx(t) = f(t; x(t); u(t)); t > s with x(s) = y; and u(t) 2 Uwhere U is a closed convex set in Rm. We consider the case when the performance index f0(t; x; u)has the quadratic growth both in (x; u) and g is of quadratic growth at in�nity. Under appropriateconditions on C1 functions f : R� Rn � Rm ! Rn and f0 : R� Rn � Rm ! R and g : Rn ! Rnthere exists an optimal control to problem (1.7){(1.8) and the value function V : R � Rn ! Rde�ned by V (T � s; y) = inf J(s; y; u) subject to (1:8)over u 2 L1(s; T ;Rm), is a viscosity solution to (1.1) with V (0; x) = g(x). The Hamiltonian H isgiven by H(t; x; u; p) = supu2U f�(p; f(t; x; u))� f0(t; x; u)g:Let f0(t; x; u) = `(t; x) + 12 juj2; U = Rm. Thus, (1.5) implies thatsupx2Rn 1c+ jxj2 jV 1(t; x)� V 2(t; x)j � e!t ( supx2Rn 1c+ jxj2 jg1(x)� g2(x)j+ Z t0 ( supx2Rn 1c+ jxj2 j`1(s; x)� `2(s; x)j ds)for appropriately chosen c > 0 and ! 2 R+, where V i 2 �c1;c2 are the viscosity solutions to (1.1)(corresponding to the data (gi; `i) appearing in problem (1.7)).3



We conclude this section by recalling the de�nition of viscosity solution. We consider the �rstorder PDE of the form(1:9) F (y; u; uy) = 0 in 
:We state the de�nition of the viscosity solution [CL],[CEL] of (1.9).De�nition 1.1: A function '(y) 2 C(
) is a subsolution of (1.9) provided that for all  2 C1(
),if '�  attains a (local) maximum at y 2 
, thenF (y; '(y); D (y))� 0:A function '(y) 2 C(
) is is a suppersolution of (1.9), if '� attains a (local) minimum at y 2 
,then F (y; '(y); D (y))� 0:A function ' 2 C(
) is a viscosity solution of (1.1) if it is supper and sub solution of (1.9).2 Stationary ProblemIn this section we consider the stationary equation (1.2)u+H(x; u; ux) = 0 in Rn:We assume that H is continuous and that there exists constants a0, a1 � 0 and a2; a3 � 0 and afunction a 2 C(Rn)n such that(2:1) H(x; v; q)�H(x; u; p)� a0 (u� v) + (a(x); p� q) + (a3 + a2(c1 + c2 r)) jp� qjfor all x 2 Br , u � v, and jpj; jqj � (c1 + c2 r), where (a(x); x)� a1 jxj2 for x 2 Rn.First, we note that if u 2 �c1;c2 then for each c > 0 u(x)c+ jxj2 is Lipschitz continuous in x. Infact, we have(2:2) ���� u(x)c+ jxj2 � u(y)c+ jyj2 ����� ju(x)� u(y)jc+ jxj2 + ju(y)jc+ jyj2 jxj+ jyjc+ jxj2 jx� yj �M jx� yjfor some M > 0 such that c1 + c2sc+ s2 (1 + 2sc+ s2 ) �M for s 2 R+.Theorem 2.1 Assume that u ; v 2 �c1;c2 , u is a subsolution of u +H(x; u; ux) = f(x) and v is asupersolution of v +H(x; v; vx) = g(x). For � > 0 let (x) = 1c+ jxj2+� :4



Then, for any " > 0 there exists a constant �c > 0 (depends on " and c1a2 + a3) such that for c � �c(1� a0 � (2 + �) max(0; a1 + c2a2)� ") supRn  (u� v)+ � supRn  (f � g)+:Proof: It follows from (2.2) that if u; v 2 �c1;c2 then(2:3) limjxj!1  (x)u(x) = limjxj!1  (x)v(x) = 0:We choose a function � 2 C1(Rn) satisfying(2:4) 0 � � � 1; �(0) = 1; �(x) = 0 if jxj > 1:Let M = max (supRn  (x)ju(x)j; supRn  (x)jv(x)j):De�ne the function � : Rn � Rn ! R by(2:5) �(x; y) =  (x)u(x)�  (y)v(y) + 3M��(x� y)where(2:6) ��(x) = �(x� ) for x 2 Rn:O� the support of ��(x� y), � � 2M , while if jxj+ jyj ! 1 on this support, then jxj; jyj ! 1and thus from (2.3) limjxj+jyj!1 � � 3M . We may assume that u(�x)� v(�x) > 0 for some �x. Then,�(�x; �x) =  (�x)(u(�x)� v(�x)) + 3M ��(0) > 3M:Hence � attains its maximum value at some point (x0; y0) 2 Rn � Rn. Moreover, jx0 � y0j � �since ��(x0 � y0) > 0. Now we let x0 be a maximum point of (x)�u(x)�  (y0)v(y0)� 3M��(x� y0) + �(x0; y0) (x) � :Since  > 0 and  (y0)v(y0)� 3M��(x0 � y0) + �(x0; y0) =  (x0)u(x0);the function x! u(x)�  (y0)v(y0)� 3M��(x� y0) + �(x0; y0) (x)attains a maximum 0 at x0. Since u is a subsolution, thus(2:7)  (x0)(u(x0) +H(x0; u(x0); p))�  (x0)f(x0):with p = (2 + �) (x0)u(x0)jx0j� x0 � 3M�0�(x0 � y0) (x0) ;5



where we used the fact that (jxj2+�)0 = (2 + �)jxj�x. Moreover, since u 2 �c1;c2(2:8) jpj � c1 + c2 jx0j:Similarly, the function y ! v(y)�  (x0)u(x0) + 3M��(x0 � y)� �(x0; y0) (y)attains a minimum 0 at y0 and since v is a super solution(2:9)  (y0)(v(y0) +H(y0; v(y0); q))�  (y0)g(y0):with q = (2 + �) (y0)v(y0)jy0j� y0 � 3M�0�(x0 � y0) (y0)where jqj � c1 + c2 jy0j. Thus by (2.7) and (2.9) we have(2:10)  (x0)u(x0)�  (y0)v(y0)�  (y0)H(y0; v(y0); q)�  (x0)H(x0; u(x0); p) +  (x0)f(x0)�  (y0)g(y0)Since �(x0; y0) � �(�x; �x), we have (x0)u(x0)�  (y0)v(y0) �  (�x)(u(�x)� v(�x)) + 3M (1� ��(x0 � y0))and thus( (x0)�  (y0)) u(x0) +  (y0)(u(x0)� v(y0)) �  (�x)(u(�x)� v(�x)) + 3M (1� ��(x0 � y0)):Since(2:11) j( (x0)�  (y0)) u(x0)j �  (x0)ju(x0)j(2 + �)(jx0j1+� + jy0j1+�)c+ jy0j2+� jx0 � y0j� const jx0 � y0j;it follows that u(x0) � v(y0) for su�ciently small � > 0. Note that (y0)H(y0; v(y0); q)�  (x0)H(x0; u(x0); p) = ( (y0)�  (x0))H(x0; u(x0); p)+ (y0)(H(y0; u(x0); p)�H(x0; u(x0); p)) +  (y0)(H(y0; v(y0); q)�H(y0; u(x0); p)):From (2.1) and (2.10) we have that (x0)u(x0)�  (y0)v(y0)� ( (x0)f(x0)�  (y0)g(y0))� O(�) +  (y0)(a0(u(x0)� v(y0)) + (a(y0); p� q) + (a3 + a2(c1 + c2r))jp� qj)6



and from (2.11)(2:12)  (x0)u(x0)�  (y0)v(y0)� ( (x0)f(x0)�  (y0)g(y0))� O(�) + a0( (x0)u(x0)�  (y0)v(y0))+ (y0)((a(y0); p� q) + (a3 + a2(c1 + c2r))jp� qj)where r = maxfjx0j; jy0jg and O(�)! 0 as �! 0. Now we evaluate p� q, i.e.,p� q = (2 + �)( (x0)u(x0)�  (y0)v(y0))jy0j� y0+(2 + �) (x0)u(x0)(jx0j�x0 � jy0j�y0) + 3M�0�(x0 � y0) (jx0j2+� � jy0j2+�):Since j (x0)u(x0)jx0j� x0j � ���� u(x0)c+ jx0j2 ���� jx0j�(c+ jx0j2)c+ jx0j2+� jx0j �M1 jx0jfor some M1 > 0, it follows from (2.8) thatj�0�(x0 � y0)(c+ jx0j2+�)j �M2 (1 + jx0j)for some M2 > 0. Thus,j3M�0�(x0 � y0) (jx0j2+� � jy0j2+�)j � 3(2 + �)MM2 r1+�(1 + r)c+ r2+� jx0 � y0j;and therefore(2 + �) (x0)u(x0)(jx0j�x0 � jy0j�y0) + 3M�0�(x0 � y0) (jx0j2+� � jy0j2+�) = O(�):Thus, in the right-hand side of (2.12) we have (y0)((a(y0); p� q) + (a3 + a2(c1 + c2r)) jp� qj)� O(�) + (2 + �)a1 jy0j2+� + (a3 + a2(c1 + c2jy0j))jy0j1+�c+ jy0j2+� ( (x0)u(x0)�  (y0)v(y0)):Hence from (2.12) we conclude(2:13) !y0 ( (x0)u(x0)�  (y0)v(y0)) �  (x0)f(x0)�  (y0)g(y0) +O(�)where !y0 = 1� a0 � (2 + �) a1 jy0j2+� + (a3 + a2(c1 + c2jy0j))jy0j1+�c+ jy0j2+� :For any " > 0 there exists a constant �c = �c("; c1a2 + a3) > 0 such that for c � �c!y0 � ! = 1� a0 � (2 + �) max(0; a1+ c2a2)� "7



and thus(2:14) ! ( (x0)u(x0)�  (y0)v(y0)) �  (x0)f(x0)�  (y0)g(y0) +O(�):Assume that ! > 0. For x 2 Rn we have (x)(u(x)� v(x)) + 3M = �(x; x) � �(x0; y0) �  (x0)u(x0)�  (y0)v(y0) + 3Mand so by (2.14)! supRn  (x)(u(x)� v(x))+ � ! ( (x0)u(x0)�  (y0)v(y0)) �  (x0)f(x0)�  (y0)g(y0) +O(�)� supRn  (f � g)+ + j (x0)g(x0)�  (y0)g(y0)j+O(�)� supRn  (f � g)+ + ! g(�) + O(�)where ! g(�) is the modulus of continuity of  g. Now the claim follows by letting �! 0. 2Letting � ! 0+ we obtain the following theorem.Theorem 2.2 Assume that u; v 2 �c1;c2 , u is a subsolution of u +H(x; u; ux) = f(x) and v is asupersolution of v+H(x; v; vx) = g(x). Then, for any " > 0 there exists a constant �c > 0 (dependson " and c1a2 + a3) such that for c � �c(1� a0 � 2 max(0; a1+ c2a2)� ") supRn (u� v)+c+ jxj2 � supRn (f � g)+c+ jxj2 :Proof: It su�ces to prove that�� = supRn uc+ jxj2+� ! supRn uc+ jxj2 = �as � ! 0+ for u 2 C(Rn). Since �� � �, it follows that lim ��n = �� � � for all convergentsubsequence ��n. Suppose � � �� = � > 0. Then there exists a �x 2 Rn such thatu(�x)c+ j�xj2 � � � �2 :Since ��n � u(�x)c+ j�xj2+� ! u(�x)c+ j�xj2 as �n ! 0+;we obtain �� � � � �2 , which contradicts the assumption. Thus, �� = � and lim �� = �. 2If u ; v 2 �c1;c2 are viscosity solutions to u + H(x; u; ux) = f(x) and v + H(x; v; vx) = g(x),respectively, then it follows from Theorem 2.2 that! supRn ju� vjc+ jxj2 � supRn jf � gjc+ jxj2 :8



In particular this implies the uniqueness of viscosity solutions to (1.2) in the class �c1;c2 .In order to apply Theorem 2.2 we must have 1�a0 > 0. But we have 1�a0 = 0 for the examplein Introduction and thus we cannot apply the theorem directly to prove that V �(x) is the uniquesolution in the class �. The following corollary utilizes the fact that if a1 < 0 then a1 + a2c2 canbe negative to extend the theorem to solutions in the class �0;c2 . As a consequence we can showour claim for the example in Introduction.Corollary 2.3 Assume that u; v 2 �0;c2 (i.e., c1 = 0), u is a subsolution of u +H(x; u; ux) = 0and v is a supersolution of v + H(x; v; vx) = 0. Suppose that c1 = 0 and a3 = 0 in (2.1) and thefunctions(2:15) u(x)jxj2 ; v(x)jxj2 ; f(x)jxj2 ; and g(x)jxj2are continuous at x = 0 (consequently, u(0) = v(0) = f(0) = g(0) = 0). Then, we have(1� a0 � 2 (a1 + c2a2)) supRn (u� v)+jxj2 � supRn (f � g)+jxj2 :Proof: In the proof of Theorem 2.1 we set  such that � = 1p� + q(jxj2)where an increasing function q 2 C1(R) satis�esq(s) = s if s � 1 and q(s) = jsj1+ �2 if s � 2:Then, by the assumption M = maxfsupRn  �(x)ju(x)j; supRn  �(x)jv(x)jgis bounded uniformly in � > 0 and � is continuous. Let (x�; y�) 2 Rn �Rn be a maximizing pointof �. Using exactly the same arguments as in the proof of Theorem 2.1 we have!y� ( �(x�)u(x�)�  �(y�)v(y�)) �  �(x�)f(x�)�  �(y�)g(y�) +O(�)where !y� = 1� a0 � (a1 + a2c2)2q0(jy�j2)jy�j2p�+ q(jy�j2) :Letting �! 0+, we obtain !� supRn (u� v)+q(jxj2) � supRn (f � g)+q(jxj2)where !� = 1� a0 � (a1 + a2c2) sups 2q0(s)sq(s)9



and then letting � ! 0+ we obtain the desired estimate. 2Now, let us apply the corollary to the example in Introduction. For the example c1 = 0, a3 = 0,and 1� a0 = 0, a1 = �1 and a2 = 12 . Thus if c2 < 2, then ! = 1� a0 � 2(1� a2c2) > 0. Henceit follows from Corollary 2.3 that V �(x) is the unique solution in the class � = �0;c2 satisfying(2.15).3 Cauchy ProblemNext we consider the Cauchy problem (1.1)ut +H(t; x; u; ux) = 0; u(0; x) = u0(x)in 
 = [0; �)�Rn. We assume that H is continuous and that there exists constants a0, a1 � 0 anda2 � 0 and a function a 2 C(Rn)n such that(3:1) H(t; x; v; q)�H(t; x; u; p)� a0 (u� v) + (a(x); p� q) + (a3 + a2(c1 + c2 r)) jp� qjfor all t 2 [0; � ], x 2 Br , u � v, and jpj; jqj � (c1 + c2 r), where (a(x); x)� a1jxj2 .Theorem 3.1 Assume that u; v 2 �c1;c2 , u is a subsolution of ut + H(t; x; u; ux) = f and v is asupersolution of vt +H(t; x; v; vx) = g. For � > 0 let (x) = 1c+ jxj2+�Then, for any " > 0 there exists a constant �c > 0 (depends on " and c1a2 + a3) such that for c � �csupRn  (x)(u(t; x)� v(t; x))+ � e!t supRn  (u0 � v0)+ + Z t0 e!(t�s) supRn  (f(s; x)� g(s; x))+ dswhere ! = a0 + (2 + �) max(0; a1 + c2a2) + ".Proof: For ! and c > 0 de�neF (t) = Z t0 e�!� supRn  (x)(f(�; x)� g(�; x))+ d�:We assume that(3:2) e�!�t supRn  (x)(u(�t; x)� v(�t; x))+ � supRn  (x)(u0(x)� v0(x))+ � F (�t) = � > 0Then there exists an �x 2 Rn such that(3:3) e�!�t (�x)u(�t; �x)� v(�t; �x))� supRn  (x) (u0(x)� v0(x))+ � F (�t) � �210



We choose a function � 2 C1(R�Rn) satisfying0 � � � 1; �(0; 0) = 1; �(t; x) = 0 if jtj2 + jxj2 > 1:Let m = maxt2[0;� ] maxx2Rn max( (x)ju(t; x)j;  (x)jv(t; x)j). For � > 0 de�ne the function � :Rn � Rn � [0; � ]� [0; � ]! R by(3:4) �(x; y; t; s) = e�!t (x)u(t; x)� e�!s (y)v(s; y)� �(t+ s)�12(F (t) + F (s)) +M��(t � s; x� y)where M = 5m+ 2�� + F (�) and��(t; x) = �( t� ; x� ) for (t; x) 2 R�Rn:O� the support of ��(t�s; x�y), � � 2m, while if jxj+ jyj ! 1 on this support, then jxj; jyj ! 1and thus from (2.3) limjxj+jyj!1 � �M . From (3.3)�(�x; �x; �t; �t) = e�!�t (�x)(u(�t; �x)� v(�t; �x))� F (�t)� 2� �t+M > Mprovided that 4�� < �. Thus, if (x0; y0; t0; s0) attains the maximum of � then x0; y0 2 Rn. Wenext claim that if �; � > 0 are su�ciently small then t0; s0 � � for some � > 0 independent of�; �. To prove this, we note that�(x; y; t; s)� 2m if jx� yj2 + jt� sj2 � �2and sup � � supx2Rn�(x; x; �; �)� 3m:Thus, jx0 � y0j2 + jt0 � s0j2 � �2 and�(x0; y0; t0; s0) � e�!t0 (x0)(u(t0; x0)� v(t0; x0)) +M + !2(�)�  (x0)(u(0; x0)� v(0; x0)) +M + !1(t0) + !2(t0) + !2(�)where !1(�); !2(�) are the modulus of continuity of e�!t (x)u(t; x) and e�!s (y)v(s; y) on Br �[0; � ]. Since on the other hand we have from (3.3)�(�x; �x; �t; �t) � supRn  (u(0; x)� v(0; x)) + �2 +M � 2� �twe have that !1(t0) + !2(t0) + !2(�) � �2 � 2� �:Now, if we choose � > 0 such that !2(�) � �8 , � > 0 such that 2�� � �8 and � > 0 such that!1(�) + !2(�) � �4 for 0 < � � �, then we conclude that t0 � �. Similarly, we obtain s0 � � andthus the claim is proved. 11



Hence � attains its maximum value at some point (x0; y0; t0; s0) 2 R2n � (0; � ]2. Moreover,jx0 � y0j2 + jt0 � s0j2 � �2. Now (t0; x0) is a maximum point ofe�!t (x) (u(t; x)� �(t; x))where�(t; x) = e�!s0 (y0)v(s0; y0) + �(t+ s0) + 12(F (t) + F (s0))�M��(t� s0; x� y0) + �(x0; y0; t0; s0)e�!t (x)and since e�!� > 0 the function (t; x) ! u(t; x)� �(t; x) attains a maximum 0 at (t0; x0). Sinceu is a subsolution(3:5) ! u(t0; x0) + �+ 12F 0(t0)�MDt��(t0 � x0; x0 � y0)e�!t0 (x0)+H(t0; x0; u(t0; x0); p)) � f(t0; x0)with p = (2 + �) (x0)u(t0; x0)jx0j� x0 � MDx��(t0 � x0; x0 � y0)e�!t0 (x0) :where we used the fact that �(t0; x0) = u(t0; x0). Moreover since u 2 �c1;c2(3:6) jpj � c1 + c2 jx0j:Similarly, the function(s; y)! v(s; y)�e�!t0 (x0)u(t0; x0)� �(t0 + s)� 12(F (t0) + F (s)) +M��(t0 � s; x0 � y)� �(x0; y0; t0; s0)e�!s (y)attains a minimum 0 at (s0; y0) and since v is a super solution(3:7) ! v(s0; y0)� �+ 12F 0(s0) +MDt��(t0 � s0; x0 � y0)e�!s0 (y0)+H(s0; y0; v(s0; y0); q)) � g(s0; y0)with q = (2 + �) (s0; y0)v(s0; y0)jy0j� y0 � MDx��(t0 � s0; x0 � y0)e�!s0 (y0) :where jqj � c1 + c2 jx0j. Thus by (3.5) and (3.7) we have(3:8) ! (e�!t0 (x0)u(t0; x0)� e�!s0 (s0; y0)v(s0; y0)) + 2�+ 12 (F 0(t0) + F 0(s0))� e�!s0 (y0)H(s0; y0; v(s0; y0); q)� e�!t0 (x0)H(t0; x0; u(t0; x0); p)+e�!t0 (x0)f(t0; x0)� e�!s0 (y0)g(s0; y0):12



Since �(x0; y0; t0; s0) � �(�x; �x; �t; �t)(e�!t0 (x0)� e�!s0 (y0)) u(t0; x0) + e�!s0 (y0)(u(t0; x0)� v(s0; y0))� e�!�t (�x)(u(�t; �x)� v(�t; �x)) +M (1� ��(t0 � s0; x0 � y0))� F (�t)� 2� �t;it thus follows from (2.11) and (3.3) that u(t0; x0) � v(s0; y0) for su�ciently small � > 0; � > 0.From (3.1) and (3.8) and by the arguments leading to the estimate (2.12), we have(3:9) ! (e�!t0 (x0)u(t0; x0)� e�!s0 (y0)v(s0; y0))+2�+ 12 (F 0(t0) + F 0(s0))� (e�!t0 (x0)f(t0; x0)� e�!s0 (y0)g(s0; y0))� O(�) + a0(e�!t0 (x0)u(t0; x0)� e�!s0 (y0)v(s0; y0))+e�!s0 (y0)((a(y0); p� q) + a2 (1 + c1 + c2r)jp� qj)where r = maxfjx0j; jy0jg. Hence using exactly the same arguments as those in the proof of Theorem2.1, it follows from the expression of p, q in (3.5) and (3.7), respectively that for any � > 0 thereexists a constant �c > 0 (depends on " and c1a2 + a3) such that for c � �ce�!s0 (y0)((a(y0); p� q) + a2 (1 + c1 + c2r)jp� qj)� O(�) + ((2 + �)max(0; a1+ c2a2) + ") (e�!t0 (x0)u(t0; x0)� e�!s0 (y0)v(s0; y0)):Now, from (3.9) we obtain(3:10) 2� � O(�) + e�!t0 (x0)f(t0; x0)� e�!s0 (y0)g(t0; x0)�12 (e�!t0 supRn  (f(t0; �))� g(t0; �))+ + e�!s0 supRn  (f(s0; �))� g(s0; �))+)where we chose ! = a0 + (2 + �) max(0; a1+ c2a2) + ". By letting �! 0 in (3.10) we obtain � � 0which contradicts the assumption. Thus, the assumption (3.2) is false and thereforee�!t supRn  (x)(u(t; x)� v(t; x))+ � supRn  (x)(u0(x)� v0(x))+ + F (t)on [0; � ]. 2Letting � ! 0+ we obtain the following theorem.Theorem 3.2 Assume that u; v 2 �c1;c2 , u is a subsolution of ut + H(t; x; u; ux) = f and v is asupersolution of vt +H(t; x; v; vx) = g. Then, for any " > 0 there exists a constant �c > 0 (dependson " and c1a2 + a3) such that for c � �csupRn (u(t; x)� v(t; x))+c+ jxj2 � e!t supRn (u0 � v0)+c+ jxj2 + Z t0 e!(t�s) supRn (f(s; x)� g(s; x))+c+ jxj2 ds13



where ! = a0 + 2 max(0; a1+ c2a2) + ".If u ; v 2 �c1;c2 are viscosity solutions to ut + H(t; x; u; ux) = f and vt + H(t; x; v; vx) = g,respectively, then it follows from Theorem 3.2 thatsupRn ju(t; x)� v(t; x)jc+ jxj2 � e!t supRn ju0 � v0jc+ jxj2 + Z t0 e!(t�s) supRn jf(s; x)� g(s; x)jc+ jxj2 ds:This implies the uniqueness of viscosity solutions to (1.3) in the class �c1;c2 . Moreover, we havethe following corollary.Corollary 3.3 Assume that u; v 2 �c1 ;c2, u is a subsolution of ut +H(t; x; u; ux) = f and v is asupersolution of vt +H(t; x; v; vx) = g. Suppose that c1 = 0 and a3 = 0 in (3.1) and the functionsu(t; x)jxj2 ; v(t; x)jxj2 ; f(t; x)jxj2 ; and g(t; x)jxj2are continuous at x = 0 (consequently, u(0) = v(0) = f(0) = g(0) = 0). Then, we havesupRn (u(t; x)� v(t; x))+jxj2 � e!t supRn (u0 � v0)+jxj2 + Z t0 e!(t�s) supRn (f(s; x)� g(s; x))+jxj2 dswhere ! = a0 + 2 (a1 + c2a2).References[BFN] A.Bensoussan, J.Frehse and H.Nagai, Some Results on risk-sensitive control with full obser-vation, Applied Math. and Optim., (1998), 1-41.[CEL] M.G.Crandall, L.C.Evans and P.L.Lions, Some properties of viscosity solutions of Hamilton-Jacobi equations, Trans. Amer. Math. Soc., 282 (1984), 487-502.[CIL] M.G.Crandall, H.Ishii and P.L.Lions, Uniqueness of viscosity solutions of Hamilton-Jacobiequations revisited, J. Math. Soc. Japan, 39 (1987), 581-595.[CL] M.G.Crandall and P.L.Lions, Viscosity solutions of Hamilton-Jacobi equations, Tras. Amer.Math. Soc., 277 (1983), 1-42.[FS] W.H.Fleming and H.M.Soner, Controlled Markov Process and Viscosity Solutions, Springer-Verlag, 1992.[Is] H.Ishii, Uniqueness of unbounded viscosity solution of Hamilton-Jacobi equations, IndiaUniv., Math J., 33 (1984), 721-748.[It] K.Ito, Existence of solutions to Hamilton-Jacobi-Bellman equation under quadratic growthconditions, submitted. 14
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